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WHY SARCASM AND

EMOTION?



Humans Barely get Sarcasm, so

machines hardly stand a

chance!

Text-Based AI is clueless about

Sarcasm

Shelke, N. P. P. (2024). Enhanced sarcasm and emotion detection through unified model of transformer and FCNEts. Journal of Electrical Systems, 20(3), 551–565.

https://doi.org/10.52783/jes.2982

Sarcasm ,  EMOTION..

Analyzing sentiment or the emotion behind sarcastic

expressions has not been extensively explored yet it is

an important task!

Sarcasm without emotion? that is like a joke without a

punchline

If only AI had an Eye-roll

detector!
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"Without sarcasm, life would be as dry as your

conversations with a chatbot—monotone, predictable,

and utterly devoid of personality. Who wants that?"

Imagine telling a chatbot “wow that is just

fantastic” after it gives you the wrong output

and it replies “Thanks, I try my best”
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How can we recognize the underlying
majority emotion in 

sarcastic, 
code-mixed (Hinglish) conversations
using 

multimodal data?

WHAT?

Sarcasm in human dialogue flips the
surface meaning;
 

existing systems fail to capture true
emotional intent, especially when
speakers use mixed languages .

First system to integrate sarcasm,
emotion, and code‑mixing in a
multimodal pipeline.

Broadens NLP systems to real‑world
multilingual contexts, reducing bias
towards monolingual English.

More empathetic chatbots and virtual
assistants supporting Indian
multilingual users. 

Improved content moderation and
sentiment analytics for social media in
South Asia.

Enhanced user experience in
educational and therapeutic
conversational agents.

KUMAR ,  S. ,  KULKARNI ,  A . ,  AKHTAR ,  M .  S. ,  & CHAKRABORTY,  T.  (2022).  WHEN DID YOU BECOME SO SMART,  OH WISE ONE?!  SARCASM EXPLANATION IN MULTI-MODAL MULTI-PARTY DIALOGUES.

PROCEEDINGS OF THE 60TH ANNUAL MEETING OF THE ASSOCIATION FOR COMPUTATIONAL LINGUISTICS (VOLUME 1 :  LONG PAPERS).  HTTPS ://DOI .ORG/10 .18653/V1/2022 .ACL-LONG.411  
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LITERATURE REVIEW



Hierarchical attention mechanism : processes sentences in

small, meaningful chunks rather than analysing everything at

once.

The proposed model yields

the best F1-scores of

71.1% and

82.0% for the sarcasm

and humor classification.

Multimodal Context-Aware Attention : fuse

audio-visual cues with text.
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Sarcasm multi-modality Code-mixed

KBedi, M., Kumar, S., Akhtar, M. S., & Chakraborty, T. (2021). Multi-Modal sarcasm detection and humor classification in Code-Mixed conversations.

IEEE Transactions on Affective Computing, 14(2), 1363–1375. https://doi.org/10.1109/taffc.2021.3083522

Kumar, S., Kulkarni, A., Akhtar, M. S., & Chakraborty, T. (2022). When did you become so smart, oh wise one?! Sarcasm Explanation in Multi-modal Multi-party

Dialogues. Proceedings of the 60th Annual Meeting of the Association for Computational Linguistics (Volume 1: Long Papers). https://doi.org/10.18653/v1/2022.acl-

long.411



The GM function dynamically adjusts the

weight of each feature set depending on how

relevant or strong it is.

The experiment demonstrates that the
suggested framework has an average

accuracy of 98.19% in simulating emotional
states.

Emotion Code-mixed
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multi-modality

Razzaq, M. A., Hussain, J., Bang, J., Hua, C., Satti, F. A., Rehman, U. U., Bilal, H. S. M., Kim, S. T., & Lee, S. (2023b). A hybrid

multimodal emotion recognition framework for UX evaluation using generalized mixture functions. Sensors, 23(9), 4373.

https://doi.org/10.3390/s23094373

Maity, K., Jha, P., Saha, S., & Bhattacharyya, P. (2022). A Multitask Framework for Sentiment, Emotion and Sarcasm aware

Cyberbullying Detection from Multi-modal Code-Mixed Memes. Proceedings of the 45th International ACM SIGIR Conference

on Research and Development in Information Retrieval. https://doi.org/10.1145/3477495.3531925

https://www.cse.iitb.ac.in/~pb/papers/sigir22-sa-multitask.pdf
https://www.cse.iitb.ac.in/~pb/papers/sigir22-sa-multitask.pdf
https://www.cse.iitb.ac.in/~pb/papers/sigir22-sa-multitask.pdf


Emotion in Sarcasm multi-modality Text-Audio-Video

Ray, A., Mishra, S., Nunna, A., & Bhattacharyya, P. (2022, June 1). A multimodal corpus for emotion recognition in sarcasm. ACL Anthology. https://aclanthology.org/2022.lrec-1.756/
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Study Techniques Relevance Score/Metrics

A Multimodal Corpus for

Emotion Recognition in

Sarcasm

Modalities Used : Text, Audio & Video. 

Embeddings : BART-large for text ,  audio features

(MFCC) for audio & ResNet-152 for video. 

 Collaborative gating architecture : fusion of text,

audio, and video features.

Addresses emotion recognition in sarcasm

using multimodal data, for the English

language only.

Weighted F1 score for emotion in

sarcasm: 

~40.8% (Text+Audio+Video

without context)

~41.5% (Text+Audio+Video with

context) 

When did you become so

smart, oh wise one?!

Sarcasm Explanation in

Multi-modal Multi-party

Dialogues

WITS dataset : with natural language explanations for

sarcastic conversations.

Uses Modality Aware Fusion (MAF) module, which

includes Multimodal Context-Aware Attention (MCA2)

and Global Information Fusion (GIF)

The paper focuses on explaining sarcasm

rather than explicit emotion recognition

metrics. 

MAF-TAVB model: Best performer

- multimodal fusion yields

significant gains vs. text-only

baselines.

Source vs. Target: Source

identification accuracy +13%

(91.07%) with multimodality

Multi-modal Sarcasm Detection

and Humor

Classification in Code-mixed

Conversations

Proposed neural architecture called MSH-COMICS

utilizes LSTMs.

Hierarchical attention mechanism 

Features : Textual, Acoustic. 

Gating mechanism : Multimodal fusion.

MaSaC dataset. 

Relevant for its work on code-mixed

(Hinglish) data and sarcasm detection. 

MSH-COMICS superiority: Text-

only F1 scores of 69.8% (sarcasm)

and 79.3% (humor), outperforming

DialogRNN by ~3% and ~4.5%

respectively

Multimodal : Text+Acoustic fusion

achieved F1 scores of 68.6%

(sarcasm) and 81.4% (humor) in

joint training

A Multitask Framework for

Sentiment, Emotion and

Sarcasm

aware Cyberbullying Detection

from Multi-modal Code-Mixed

Memes

Meme Dataset :  MultiBully, annotated with bully,

sentiment, emotion, and sarcasm labels.

Frameworks : BERT+ResNET-Feedback & CLIP-

CentralNet.

 Simple concatenation to merge textual and visual

features.

Code-mixed  Hindi-English text and images. 

Provides performance metrics for sarcasm

and emotion recognition using multi-modal

frameworks. 

Sarcasm Detection :  an

Accuracy of 74.17 & F1 score of

74.11

Emotion Recognition  : an

Accuracy of 71.85 & F1 score of

71.77



RESEARCH GAP



This problem has not been explored before .  In the best of our

know ledge,  our idea would be the first in this f ield .  

Hence,  emotion labeling has been done manually  by  us,  for each text

data point .

what we found. . .



OUR DATASET



Train Data Test Data

Validation Data

Train Data

1792

Test Data

224

Validation Data

224

inspired by WITS
dataset 2022 
“Why is this Sarcastic” 

Dataset
Why  WITS?

The WITS dataset is a multi-modal ,  code-

mixed ,  sarcasm detection dataset in

dialogues w ith code-mixed explanations .  

Primary  reason of using WITS →  Code-Mixed

Data(Hinglish)

This dataset is built  on top of another code-

mixed dataset ,  called MaSac .

Citation

Kumar,  S. ,  Kulkarni ,  A . ,  Akhtar,  M .  S. ,  & Chakraborty,  T.  (2022).  When did you become so smart ,  oh w ise one?!  Sarcasm

explanation in multi-modal multi-party  dialogues .  In Proceedings of the 60th Annual Meeting of the Association for

Computational Linguistics (Volume 1 :  Long Papers)  (pp .  5956–5968).  Association for Computational Linguistics .

https ://aclanthology.org/2022 .acl- long .411

Text + Videos

Text Transcripts Video Clips

https://aclanthology.org/2022.acl-long.411


MaSac Dataset

Our final Dataset

WITS Dataset WITS++

This is our dataset, built on

WITS, consisting of train,
test and validation (text

and video) instances.

We have manually

annotated these text
instances (with emotions),
and categorized them into
4 main emotion types: 
Anger, Surprise, Sad and
Ridicule.

KUMAR ,  S. ,  KULKARNI ,  A . ,  AKHTAR ,  M .  S. ,  & CHAKRABORTY,  T.  (2022).  WHEN DID YOU BECOME SO

SMART,  OH WISE ONE?!  SARCASM EXPLANATION IN MULTI-MODAL MULTI-PARTY DIALOGUES.

PROCEEDINGS OF THE 60TH ANNUAL MEETING OF THE ASSOCIATION FOR COMPUTATIONAL

LINGUISTICS (VOLUME 1 :  LONG PAPERS).  HTTPS ://DOI .ORG/10 .18653/V1/2022 .ACL-LONG.411  

Bedi ,  M . ,  Kumar,  S. ,  Akhtar,  M .  S. ,  & Chakraborty,  T.  (2023).  Multi-modal sarcasm

detection and humor classification in code-mixed conversations .  IEEE Transactions on

Affective Computing ,  14(2),  1363–1375 .  https ://doi .org/10 .1109/TAFFC.2021 .3083522

NOTE:  the following data points had to
be removed due to discrepancies in
video and text transcripts:Train-1184,
1201, 1385 , 1591;  Test- 87 



DISTRIBUTIONS

of emotions



Emotion Distributions Annotation Process

The WITS dataset does not  contain Emotion

Labelings ,  that are required for our project .

Therefore,  using the text and v ideo modalities

(data),  we annotated all  the text points (train ,

test and validation data)  ourselves .

Follow ing is what the final  JSON fi le looked

like . . .

V
id

e
o

s

train

test

val

Emotions Used-

Anger,  

Surprise,  

Ridicule,

Sad .

All discrepancies were cross-

checked with Plaksha

Counsellor, Dr. Shalini 

We assessed each

instance indiv idually ,

and then assigned a

final label to the

instance based on

majority  voting .  

Each EMOTION

label signifies the

majority  emotion ,

which is (most

often)  leading to

Sarcasm .
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e
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FEATURE 

PRE-PROCESSING



Feature Pre-processing

Taking cue from our l iterature rev iew ,  we used

FastText multil ingual word embedding model  to

create our text embeddings .  

This model is considered good for morphologically

rich languages  l ike Hindi  (or Hinglish).

TEXT

Bedi, M., Kumar, S., Akhtar, M. S., & Chakraborty, T. (2023). Multi-modal Sarcasm

Detection and Humor Classification in Code-mixed Conversations. IEEE

Transactions on Affective Computing, 14(2), 1363-1375.

https://arxiv.org/pdf/2105.09984

FastText superv ised model ,  trained on our code-

mixed (train set)  data  generated 100-

dimensional vector embeddings  for each

instance of our text (target +  context utterances

combined into one).  This was done for Train ,  Test

and Validation datasets .

https://arxiv.org/pdf/2105.09984
https://arxiv.org/pdf/2105.09984
https://arxiv.org/pdf/2105.09984
https://doi.org/10.1109/TAFFC.2021.3083522


Feature Pre-processing

VIDEOS

Ow ing to our Literature rev iew ,  we created keyframes of the

v ideo clips and then passed them through ResNet-50  and  a

custom CNN in order to get the  embeddings per keyframe

and then average the  embeddings for each instance .

Step1  :  Getting the Keyframes

Literature used  Katna :  It  gave us less control over

extraction ,  &  did not produce enough keyframes for

processing .

Sw itched to OpenCV  using SSIM .  

Step2  :  Passing the keyframes to a CNN :

Passing the keyframes through both CNNs .

Average the vectors .
Ray, A., Mishra, S., Nunna, A., & Bhattacharyya, P. (2022, June 1). A multimodal corpus

for emotion recognition in sarcasm. ACL Anthology. https://aclanthology.org/2022.lrec-

1.756/



Feature Pre-processing

THE QUESTION OF BUILDING OUR OWN CNN?

ResNet 50  :  Too many  parameters (~25M)  →  slower inference

Designed for classification ,  not l ightweight feature extraction

Risk of overfitting on l imited data

Custom CNN offers full  control and interpretabil ity

OUR CNN ARCHITECTURE?

4  Convolutional layers w ith ReLU and MaxPooling

Final layer :  AdaptiveAvgPool2d →  Fully  Connected

Outputs :  2048-D feature vector per keyframe



ML METHODOLOGY



Following the steps that we took from the literature review we

created a model-Shallow Neural Network relying on Attention

based Fusion Mechanism. 

This takes in text embeddings that are first standardized and

reduced using PCA. 

These reduced features are separately encoded through

dedicated neural encoders—a text encoder and a video

encoder—comprising linear layers, batch normalization, and

dropout for regularization. 

The encoded modalities are then combined using an

attention-based fusion mechanism that dynamically weighs

the contribution of each modality. The fused representation is

passed through a final classifier to predict one of the target

emotions (sad, angry, surprise, ridicule). 

ML Methodology
LITERATURE REVIEW INSPIRED

SNN-AFM



MODEL ARCHITECTURE



Loading all  embedding fi les Concatenation of embeddings (text +

v ideo)

Evaluate using Random Forest

Classifier

ML Methodology

BEST WORKING MODEL

RANDOM FOREST

CLASSIFIER

We created a simple code,  w ith Random Forest

Classifier ,  to see its performance on our

dataset ,  and to evaluate if a complex

architecture was needed .  

This approach has proved that a simple

architecture is enough  for our problem .

After loading all  the necessary  f i les ,  we

performed simple (ax is  1  →  column-w ise)

concatenation  of the text and v ideo features

for each instance .

Follow ing this ,  the model was trained on Train

Data  hav ing concatenated embeddings and

evaluated on validation and test sets .

Test Accuracy  -  52 .9  %

Weighted F1  score -  0 .53  (Better than ex isting

models ,  operated on similar problem)



PERFORMACE METRICS



Comparable performance despite

excluding audio modality.

Simpler models yield better

results compared to complex

models.

Ridicule and Surprise emotion

detected with highest accuracy

among four classes, whereas Sad

was quite underrepresented.

Visual cues carry significant

emotional signal in code-mixed

sarcasm.

WHY F1-SCORE

OUR INSIGHTS



SNN-AFM vs Random Forest Classifier

SNN-AFM RANDOM FOREST CLASSIFIER

ACCURACY →  51 .12%

WEIGHTED F1-SCORE →  0 .51  

ACCURACY →  52 .91%

WEIGHTED F1-SCORE →  0 .53  



weighted avg
F1 score 0.51

Anger
0.40

Ridicule
0.59

Surprise
0.52

Sad
0.30

weighted avg
F1 score 0.53

Anger
0.36

Ridicule
0.58

Surprise
0.54

Sad
0.48

Anger (0)

Surprise (1)

Ridicule (2)

Sad (3)

OUR NUMBERS

SNN-AFM

RANDOM FOREST CLASSIFIER

EVALUATED ON TEST DATA



Resnet-50 vs our CNN

RESNET-50 BASIC CNN



DEPLOYABILITY

Potential deployment scenario at Plaksha:

Vaani : This model could potentially be employed in Vaani,

Plaksha’s chatbot, to better assist multi-lingual (Hinglish,

specifically) audience.

Customer Service chatbots : In order to better provide

assistance, our model could be used in this field, to

understand the customers better, and give them a good

experience.

Scalability Challenges

Expanding to additional language pairs

Adapting to different cultural sarcasm styles

Integration with existing systems

Future Improvements

Including audio modality for enhanced

performance

Expanding the dataset to more diverse

languages

Addressing underrepresented emotion classes,

expanding the model to more classes.
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